Maximal Information Coefficient

MIC is an information theory-based measure of association that can capture a wide range of functional and non-functional relationships between variables.

MIC takes values between 0 and 1, where 0 means statistical independence and 1 means a completely noiseless relationship.
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